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ABSTRACT

Achieving expressive and efficient content-based routing in publish/subscribe systems is a difficult problem. Traditional approaches prove to be either inefficient or severely limited in their expressiveness and flexibility. We present a novel routing method, based on Bloom filters, which shows high efficiency while simultaneously preserving the flexibility of content-based schemes. The resulting implementation is a fast, flexible and fully decoupled content-based publish/subscribe system.
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1. INTRODUCTION

The ultimate goal of publish/subscribe (Pub/Sub) systems is to provide a (1) fast, (2) flexible and (3) decoupled infrastructure for information exchange [9]. The Pub/Sub communication model is inherently asynchronous: neither publishers (senders) nor subscribers (receivers) are blocked. Both subscribers and publishers are anonymous to each other and the system as a whole. This implies that there are no explicit source and destination addresses. There is also no requirement on the communication between any two components to take place simultaneously, which is a strengthened derivative of the asynchronous property. The three above mentioned properties allow for the creation of systems which are decoupled in synchronization, space and time domains. A Pub/Sub system facilitates publishers and subscribers to communicate based only on the content of the messages they exchange. Specifically, this implies that the content of the messages fulfills the role traditionally played by the explicit source and destination addressing. Among many variants of such addressing the most prominent are: subject-, type- and content-based [18] ones. Among those three, content-based addressing is characterized by the highest flexibility, allowing communicating parties to express their interest in certain information by the terms of conjunction of arbitrary boolean predicates over the whole content of messages.

However, both flexibility and decoupling do not come without a price. In case of a content-based Pub/Sub systems, this is the speed of information routing. It is intuitive that addressing requiring evaluation of predicates over the content of the message must be slower than the addressing based on comparison of short sequences of numbers. More formally, it has recently been shown [22] that there does not exist any worst case computationally efficient solution for the content-based addressing problem\(^1\). Moreover, it has been formally proven in [15], that the hardness of content matching is equivalent to the Partial Match [13] problem.

In the described work, we seek to provide an efficient solution to the issue of content-based addressing. The main contribution of this paper is the development of the scheme for efficient, content-based addressing based on the Bloom filters [2, 10]. The developed scheme does not violate any of the decoupling properties, nor does it impede the flexibility of the Publish/Subscribe paradigm. We provide a demonstration of the applicability of our approach using A\(\vec{S}\)iena – a system developed by the authors, based on the well-established S\(\vec{I}\)ENA[5] architecture.

The remainder of this paper is structured as follows: in Section 2, we present the related work covering previous attempts at solving the content-based addressing complexity problem. In Section 3, we give a brief introduction to the Pub/Sub systems along with the definitions of terms used further in the paper. Section 4 discusses the concept behind the proposed Bloom filter based routing and relates it to other approaches. Section 5 gives the details regarding the implementation of the proposed routing scheme and is followed by the Section 6 which presents the results of evaluation. We conclude with Section 7.

\(^1\)Content-based addressing problem can be reduced to the point dominance problem, which itself is a special case of range-searching problem.
2. RELATED WORK
The problem of fast content-based addressing has been already addressed in the past. We can divide the publications dealing with that issue into three coarse groups. First group, is composed of papers trying to improve the routing structures, by re-implementing or re-organizing them. The second group tries to tackle the problem by altering the way the routing process works, which simultaneously enforces the change of the routing structures. Finally, the third group tries to improve routing performance by implementing a routing overlay which reorganizes the brokers so as to exploit the subscription similarities.

Among the earliest publications from the first group one has to mention [6]. The authors propose to use an extension of a counting algorithm which handles both conjunctions and disjunctions of subscriptions. The main issue with the presented approach is the prohibitive cost of updates to the routing table. Another approach has been presented in [25] and [24] which extended the original content-based addressing scheme presented in [5] to handle and store messages more efficiently. In [25], the authors substantially improved over the original approach as far as storing and management of subscriptions is concerned, however, the event forwarding remained virtually unchanged. In [24], the authors addressed the problem of event forwarding, however, they have introduced a requirement for profiles summarizing the events content.

The first related set of publications from the second group is [26, 27, 1]. The authors propose to use Bloom filters [2] to aggregate, filter and match information in subscriptions, thus creating per broker subscription summaries compacting subscription information. However, the proposed approach requires a known, limited set of possible publication and subscription attributes, thus limiting the expressiveness of the content-based pub/sub. A similar approach (based on [26]) to efficient content-based addressing has been presented in [30]. The authors combine Bloom filter based subscription summaries and an on-demand multicast routing protocol, however, due to the assumptions shared with the [26], the limitations are also similar. Moreover, our approach differs in that we do not require a periodic broadcast of advertisements (specifically, we do not require advertisements at all) for route creation and we do not need to maintain groups for a given publication. The authors of [3, 4] propose to combine content-based addressing with a multicast-based approach. Presented solutions require however that every broker has to be aware of all other brokers in the network. This limitation can be alleviated by introduction of partitions. However, the partition management and content space partitioning imposes new overheads. Specifically, the content space partitioning (based on R-Trees [12]) described in the [29] requires a predefined and known set of attributes for every event, thus substantially limiting the expressiveness and flexibility of the whole content-based system. Another approach has been developed in [14] which uses prefix routing, the limiting factor of that solution is the need for an uniform layout of the routing structures for all brokers. Ensuring such a common layout might be too expensive and difficult in WANs. Another approach has been proposed in [21], where the content-based addressing has been combined with hash-based matching so that downstream brokers can reuse the matching results from the upstream brokers. This approach can however produce false negatives whenever it relies on the hash-based matching only. To eliminate false negatives, hash-based matching can only be used to quickly select a subset of subscriptions which have to be matched using content-based algorithms.

The alterations of the broker network, the strategy from the third group, has been proposed in the [7]. The main problem with such a design is the need to avoid hot-spots in the broker network and the problem with calculation of the similarity metrics for proper broker arrangement. Another class of Pub/Sub systems in this group are the ones based on the DHTs [28, 20]. Although DHT-based approaches usually expose a superior matching times they require typed subscriptions and publications (thus limiting the flexibility of the content-based publish/subscribe), globally unique node ids, they require additional mechanisms to account for the locality of the events and they usually expose an additional overhead associated with the stretch of the underlying DHT.

3. BACKGROUND
Within this section, we introduce some basic concepts related to the Pub/Sub systems that are used in the remainder of this paper. We also introduce some terminology which is mostly derived from the terminology used in [5]. We highlight the relevant terms using italics.

Pub/Sub systems allow for a decoupled communication between subscribers and publishers. The communication is message based, with subscribers issuing subscriptions and publishers issuing events. We assume a popular paradigm used by many publish/subscribe systems [5, 17, 20, 31, 11, 25, 23], where a subscription $s$ is a conjunction of $n$ predicates:

$$s = \{p_1 \land \ldots \land p_n\}$$

A predicate $p_i$ is a function which evaluates to either true or false for a given argument. In Pub/Sub systems, predicates consist of attribute names (an) and attribute constraints (ac):

$$p_i = \{an, ac\}$$

An attribute constraint consists of an operator and an attribute value (av). An event $e$ is a disjunction of attribute name and attribute value pairs:

$$e = \{an_1, av_1\} \lor \ldots \lor \{an_n, av_n\}$$

Events do not need to store operators, which are always implicitly an equality. Attribute name and value pairs from events are arguments for the predicate functions. A sample subscription can be represented as: $\{x > 5; y > 3\}$; a sample event has the following form: $\{x: 3; y: 2\}$.

The actual fabric that connects and simultaneously decouples subscribers and publishers is the set of brokers forming a network. Brokers are responsible for subscription routing and event forwarding. In order for the communication to take place subscriptions need to be routed and stored by all brokers in the Pub/Sub network. Subscriptions are

---

2We deliberately choose not use the other common term – filter so as to avoid confusion with Bloom filters.
stored in routing tables, which are used for event forwarding. Forwarding is performed by evaluating the predicates of stored subscriptions over attribute name and value pairs of the incoming events. This process is referred to as matching. The result of matching an event against a set of stored subscriptions is the forwards set containing addresses of brokers/subscribers which should have the event forwarded to them. Performing a matching operation in every broker will eventually lead to the delivery of the event to the subscriber which issued a subscription.

An important optimization of content-based routing and forwarding is the concept of the binary coverage relation between subscriptions. Subscription \( s_1 \) covers subscription \( s_2 \) if it matches the superset of events matched by \( s_2 \). We might also say that \( s_1 \) is more general than \( s_2 \). The usefulness of this concept is manifested by the fact that covered subscriptions do not need to be routed on the links which had covering subscriptions sent previously over them. This reduces both bandwidth consumption and storage overhead. The coverage relation, denoted as \( \succ \), is:

- reflexive: \( s_1 \succ s_1 \) always holds
- antisymmetric: if \( s_1 \succ s_2 \) and \( s_2 \succ s_1 \) then \( s_1 = s_2 \)
- transitive: if \( s_1 \succ s_2 \) and \( s_2 \succ s_3 \) then \( s_1 \succ s_3 \)

However, it is not total, which implies that it creates a partial order for all subscriptions. Therefore, the routing tables, storing subscriptions in brokers, are sometimes referred to as posets – partially ordered sets.

In this paper, we make extensive use of Bloom filters, which are a compact method to represent a set of \( n \) elements using a vector of \( m \) bits. A Bloom filter uses \( k \) independent hash functions which take as parameter an element to store and produce a hash of \( m \) bits. Storing an element equals to setting \( k \) bits in the Bloom filter, which correspond to the return values of the \( k \) hash functions. Bloom filters are characterized by a certain false positives probability which implies a probability for two different elements having \( k \) identical hashes. Intuitively, the false positives probability is proportional to the number of elements \( n \) stored in the Bloom filter and inversely proportional to the size \( m \) of the bit vector.

4. ROUTING

The traditional routing approach outlined in Section 3 has two main issues: (1) the evaluation of predicate functions over events is slow and (2) it has to be performed by every broker an event is forwarded to. Thus, the more brokers an event passes on its way, the higher the delay and processing overhead. Section 2 briefly outlined other approaches to solving above issues, however, they either did not succeed to preserve the flexibility of Pub/Sub communication scheme or introduced additional overheads. In this section, we outline our approach to coping with the speed of content-based addressing, while preserving its flexibility.

4.1 Principles

When building our system, we have focused on two main issues: (1) possible elimination of the content-based addressing at all but the incoming edge broker (or, the publisher) and (2) increasing the speed of content-based matching. In order to achieve this, we have to consider the relation between the predicates of a subscription and attribute name and value pairs of an event. We can formally write that the event \( e \) matches the subscription \( s \) (denoted by \( e \succ s \)) if:

\[ \forall p \in s \exists (an, av)_e : \ p((an, av)) = true \quad (4) \]

where \( p() \) is a predicate function. Since a broker contains a set of \( S \) subscriptions, the above process has to be repeated for all \( s \in S \). An event \( e \) is then forwarded to a given address if:

\[ \exists s \in S_{aaddr} : \ e \succ s \quad (5) \]

where \( S_{aaddr} \) is a set of subscriptions which arrived from given address. From that, we can conclude that the event matching problem can be split in two parts: (1) evaluation of predicate functions with the attribute name and value pairs \( p((an, av)) = true \) and (2) calculation of a disjunction of the conjunctions of the predicate function’s results – \( \exists s \in S_{aaddr} \) and \( \forall p \in s \).

We also know that subscriptions are always propagated to all brokers in the network. Combining these two facts allows us to come up with an approach where the process of predicate evaluation must be carried out only once for each event in the first (edge) broker an event traverses. Let us assume that we are able to store the result of this evaluation and propagate it along with the event. This would imply that in all subsequent brokers, we only need to evaluate the conjunction of the transmitted predicate results (forming a single subscription \( s \)) followed by a disjunction over the set \( S_{aaddr} \) of all subscriptions. This in turn would deliver us a valid forwards set for an event without the need to evaluate the predicate functions.

However, an important issue we need to consider is the coverage. Due to the coverage relation, not all brokers will receive all subscriptions. Specifically, if the Pub/Sub system has reached a stable routing state (subscription traffic has ceased) all brokers will only share a common set of the most general subscriptions. This implies the impossibility of the edge routing in case where covering relation is used to optimize the dissemination of subscriptions, which has also been implicitly shown in [14]. Therefore, we propose to use a dual routing strategy: (1) edge routing can be used when covering relation is not optimizing the subscription propagation, and (2) fast content-based matching is performed when the subscription traffic is limited by the covering relation. Another issue we have approached is the efficient representation of the conjunction over the set of predicates in a single subscription followed by a disjunction over the set of all subscriptions stored in the broker. We will address these issues by presenting three routing structures we have developed: the \texttt{bfposet} used for the storing and encoding of the evaluation of the predicate functions and \texttt{bfmtree} (along with its optimized version \texttt{sbftree} – see Section 4.5) used for the representation of the disjunction of conjunctions of predicate values.

4.2 Overview

In this section, we give a brief overview of the routing process adhering to the principles presented in Section 4.1. The details of the routing process are explained in Sections 4.3, 4.4 and 4.5.
Figure 1: The bfposet layout as produced by dot

The routing processes require the presence of subscriptions. Subscriptions arriving at the broker are stored in two data structures: the bfposet and bftree/sbstree. bfposet stores the subscriptions in conjunctive form. A conjunctive form of a subscription allows for a more efficient storage based on its content with the bfposet. The result of the content-based match is the Bloom filter encoding the matching predicates, which is assigned to the event. This Bloom filter is subsequently passed to the bftree/sbstree which computes the disjunction of conjunctions over the encoded subscriptions predicates and returns the set of interfaces to forward the event on. If no covering relation is used to optimize subscription traffic, subsequent brokers encountered by the event only evaluate the attached Bloom filter using the bftree/sbstree. Otherwise, the matching in the bfposet has to be repeated.

4.3 bfposet
The bfposet stores subscriptions as disjunction of single predicates. This allows us to abstract away the conjunctive form of a subscription allowing for a more efficient storage structure. The bfposet (see Figure 1) is a hybrid data structure. The top level of the bfposet is constructed as a sorted map. We use the attribute names of the stored predicates as the keys for the sorted map – in case of the Figure 1 these are \( x \) and \( y \). Every key (attribute name) points to a partially ordered set, beginning with a virtual root node \( \{ \text{null} \} \), containing the attribute constraints sharing the same attribute name. The structure of the attribute constraints reflects the partial order from the covering relation. Every attribute constraint has a Bloom filter associated with it. Bloom filters are created when attribute constraints are inserted into the bfposet, with the hash function evaluated over the attribute name and the attribute constraints, thus ensuring that every attribute constraint in the bfposet has a unique Bloom filter. Only in rare case of a false positive can two attribute constraints have two identical Bloom filters. In Figure 1, attribute constraint Bloom filters are represented by a tuple stating the Bloom filter size in bits and the number of hash functions used, followed by the indexes of the bits equal to 1. We can observe that 2 hash functions were used and the size of the filter was \( 2^{14} \) bits – \( [k : 2, m : 14] \). The indexes of bits which are set are enclosed in the curly braces.

An important property which is maintained in the bfposet is the coverage relation of the attribute constraints, represented by the Bloom filters. Every attribute constraint which is covered by another attribute constraint reflects this fact in its own Bloom filter by performing an OR operation with the Bloom filter of the covering attribute constraint. A single Bloom filter reflects than the whole chain of covering attribute constraints. The bfposet presented on Figure 1 contains subscriptions presented in Table 1. We can observe that every covered subscription contains the bits from the covering Bloom filters. An interesting property of the bfposet is that, in some cases, it can reduce the number of stored predicates in comparison to a structure storing subscriptions in conjunctive form. A simple example are the subscriptions \( \{ x > 15, y > 0 \} \) and \( \{ x > 15 \} \) from the above table, which in the bfposet are represented as two predicates, while, e.g., a SENA poset would require the storage of three predicates. The removal of subscriptions from the bfposet using a counting Bloom filter [10] is also straightforward.

The matching of an incoming event with the bfposet is executed in the following way: for every attribute name in the event an appropriate partially ordered set for which the attribute name is a key is selected. Subsequently, the attribute constraint matching the attribute value of the event is selected. The selected attribute constraint is the first attribute constraint when moving from the leaf to the root of the partially ordered set, i.e., it is the most general attribute constraint matching the attribute value. In the final step, the Bloom filter of the selected attribute constraint (which contains the bloom filters of all covered attribute constraints) is added to the Bloom filter of the event by the means of an OR operation.

4.4 bftree
The main task of the bftree is to represent the disjunction of conjunctions of predicate values. Moreover, the bftree itself does not store any predicates, instead, it works exclusively with Bloom filters representing subscriptions and events. In contrast to the bfposet, bftree stores subscriptions in their conjunctive form. A conjunctive form of a subscription is expressed using a Bloom filter. We describe bftree to explain the basic principles of event and subscrib-

<table>
<thead>
<tr>
<th>Subscription</th>
<th>Source</th>
<th>Bloom filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( { x &gt; 5 } )</td>
<td><a href="mailto:f1@dot.com">f1@dot.com</a></td>
<td>6066,8581</td>
</tr>
<tr>
<td>( { x &gt; 0.7 } )</td>
<td><a href="mailto:f2@dot.com">f2@dot.com</a></td>
<td>2787,12518</td>
</tr>
<tr>
<td>( { x &gt; 15 } )</td>
<td><a href="mailto:f3@dot.com">f3@dot.com</a></td>
<td>6441,10582</td>
</tr>
<tr>
<td>( { y &lt; 5 } )</td>
<td><a href="mailto:f4@dot.com">f4@dot.com</a></td>
<td>5037,8516</td>
</tr>
<tr>
<td>( { y = 0 } )</td>
<td><a href="mailto:f5@dot.com">f5@dot.com</a></td>
<td>5001,8507</td>
</tr>
<tr>
<td>( { x &gt; 15, y &gt; 0 } )</td>
<td><a href="mailto:f6@dot.com">f6@dot.com</a></td>
<td>5102,6441,8636,10582</td>
</tr>
</tbody>
</table>
The disjunction of the predicates of a single subscription can be expressed with a single Bloom filter using an \textit{OR} operation over Bloom filters of the single predicates. However, this approach cannot be used to represent a conjunction of subscription predicates which could be matched with an event. Therefore, we use the \texttt{bftree} structure to cope with that issue. Figure 2 shows the layout of the \texttt{bftree} created by the \texttt{dot}\footnote{http://www.graphviz.org/} program. The \texttt{bftree} contains the Bloom filters of subscriptions shown in Table 1.

In order to convert the disjunction of subscription predicates encoded into a Bloom filter into a conjunction, a Bloom filter is stored in the \texttt{bftree} split into \( h \) disjoint parts \( p_0^0 \cdots p_{h-1}^0 \), with each part \( p_i^0 \) representing an equal portion of the Bloom filter’s bits. For example, a Bloom filter with the width of \( m = 2^{14} \) bits can be split into \( h = 2^d \) parts with each of them having \( 2^{12} \) bits. Each such part is subsequently inserted into the \texttt{bftree}. The insertion algorithm starts from the virtual root node \{null\} and inserts the part \( p_i^0 \) as a child node of the previously inserted part \( p_i^j \) creating a new \texttt{bftree} node \( n_{i+1}^0 \). If a part \( p_i^j \) to be inserted as a child of the node \( n_{i-1}^0 \) is identical with one of the node’s children \( n_i \), then \( p_i^{j+1} \) is not inserted and the algorithm tries to insert \( p_{i+1}^j \) as the child of the node \( n_i \). This optimizes the space usage by not duplicating identical parts of the Bloom filter. Such representation of the tree implies that its height is always equal to the value of \( h \). The height of the \texttt{bftree} in Figure 2 is constant with the leaf nodes representing the source addresses of the subscriptions. Moreover, every branch has \( k \lceil \frac{m}{2} \rceil \) bits set, where \( k \) is the set of all predicates in a subscription forming the branch. Since the \texttt{bftree} does not store predicates, subscriptions can be recognized by their source addresses in the leaves of the tree.

The forwarding process for an incoming event follows the similar algorithm. An incoming event has been matched with a \texttt{bfposet}. Hence it has been assigned a Bloom filter which represents a disjunction of all predicates which evaluated to true with the attribute name and value pairs of the event. The main issue forwarding process has to solve is the enforcement of the conjunction of the predicates of a single subscription presented in Equation 4. When we consider a Bloom filter of an event \( B_e \) and a Bloom filter of a subscription \( B_s \), we can enforce the conjunction of the predicates in the subscription by requiring that:

\[
B_e \bigcap B_s = B_s
\]  

(6)

The actual implementation of the Equation 6 is straightforward given the storage format of the Bloom filters of subscriptions in the \texttt{bftree}. The Bloom filter of the event is partitioned into \( h \) parts \( p_0^e \cdots p_{h-1}^e \) using the same algorithm as for the partitioning of the Bloom filter of a subscription. Subsequently, starting at the virtual root node \{null\} and the first part \( p_0^e \) of the event Bloom filter algorithm finds a child node \( n_1 \) which fulfills Equation 6, i.e., \( p_0^e \cap n_1 = n_1 \). If such a node has been found, the algorithm recurses in that it replaces \{null\} with \( n_1 \) and \( p_0^e \) with \( p_1^e \). The termination condition is expressed as either not finding a node fulfilling Equation 6 or reaching a leaf node with a source address, which is added to the list of matching addresses.

4.5 \texttt{sbstree}

Considering the properties of the \texttt{bftree} structure, we have noticed an issue which has forced us to change its design and create a tree structure (\texttt{sbstree}) based on the sparse bit set representing a Bloom filter. The issue of the \texttt{bftree} structure is the fact that a \texttt{bftree} is characterized by worst case complexity of \( O(2^m) \). Consider a \texttt{bftree} storing Bloom filters with the width of \( m \) bits. If we assume that every node in the \texttt{bftree} holds only one bit, we can see that the tree has a total height of \( m \) with the number of nodes \( N \) equal to:

\[
N = \sum_{i=1}^{m} 2^i = 2^{m+1} - 2
\]  

(7)

The total number of nodes is simultaneously equal to the total number of comparisons one has to perform in order to match an event which has a Bloom filter with all bits set. Hence, the worst case complexity is \( O(2^m) \). With this in mind, we have decided to use a structure based on sparse bit sets – the \texttt{sbstree}. A bit set represents a Bloom filter as an array of 64 bit integer values:

\[
\begin{pmatrix}
0 & \cdots & 63 \\
0 & \cdots & 63 & \cdots & 0 & \cdots & 63
\end{pmatrix}
\]  

(8)

Setting a bit number \( b \) in a bit set based Bloom filter corresponds to setting a bit number \( b \) \texttt{AND} 63 in the integer number \( b \gg 64 \), where \texttt{AND} is a bitwise \texttt{AND} operation and \( \gg \) is a bitwise shift right operation. A sparse bit set represents a Bloom filter using an array of integers representing the indices of bits which are set. Intuitively, there is a tradeoff in space efficiency, with a sparse representation being more efficient if a Bloom filter is holding less than \( \log_2(m) \) elements, where \( m \) is the size of the Bloom filter.

For a sparse bit set using \( \log_2(m) = 32 \) bit integer values this corresponds to a fill ratio of 3\% – i.e., the number of bits set in the Bloom filter divided by the total numbers of bits \( m \). Figure 4 shows the fill ratios of event Bloom filters under different types of workload. Even with the highly skewed Pareto workload, we can observe that for a Bloom filter with size of \( m = 2^{14} \) and 30,000 subscriptions, we get an average fill ratio of 1\%, which is three times more space.
efficient than a bit set - even if we use 32 bit integers in the sparse bit set.

A sparse bit set not only provides advantages in terms of space complexity but it is also beneficial in terms of performance when used in the \texttt{sbstree}. The construction of the \texttt{sbstree} from a Bloom filter represented by a sparse bit set is carried out by inserting the integer values representing the set bits of the Bloom filter into the \texttt{sbstree} – see Figure 3. The insertion process starts at the virtual root node \{null\} of the \texttt{sbstree} and searches for a node which has the same value as the first bit set in the sparse bit set. If such node is found, the process continues with this node as a new root node and the next bit from the sparse bit set. If such node has not been found the remaining bits from the sparse bit set are inserted as children of each other. Figure 3 shows the layout of the sparse bit set after the insertion of the set of subscriptions presented in Table 1. The matching process starts at the virtual root \{null\} of the \texttt{sbstree}. For every integer representing a set bit from the sparse Bloom filter, a comparison with children of the root node is performed. In case of a match, the procedure is repeated starting with the matching node and the next set bit after the bit which has been matched. Even though, the \texttt{sbstree} has an inferior worst case complexity:

\[
\sum_{i=1}^{m} 2^i = (m - 1)2^{m+1}
\]

in comparison to the \texttt{bftree} our evaluation has shown that it superior in both insertion and matching. A simple case can be constructed if we consider a comparison between two bit sets of width \(m = 2^{14}\) with only one bit, number \(2^{14} - 1\), set. Such comparison would require the traversal of \(16 \times \frac{2^{14}}{16}\) integer values, where \texttt{bits} is the number of bits used in the integer representation. Using a sparse bit set the overhead is reduced to a single comparison of two integer values. The argument is strengthened if we recall the Figure 4 illustrating the low number of predicates matching an average event. Furthermore, when storing integers in a sorted array both in the sparse bit set and in the \texttt{sbstree} nodes one can quickly eliminate whole ranges of \texttt{sbstree} child nodes during the matching process. The API of the sparse bit set is identical to the one presented in Listing 2, the only difference is that

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{dot_layout.png}
\caption{The \texttt{sbstree} layout as produced by \texttt{dot}}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{attribute_distribution.png}
\caption{(a) normal attribute name distribution \quad (b) Pareto attribute name distribution (\(\alpha = 1, \beta = 3\))}
\end{figure}

\section{Implementation}

In order to evaluate the design presented in the Section 4, we have implemented the presented algorithms and incorporated them into our Pub/Sub system \texttt{XSiena}. \texttt{XSiena} can be seen as a derivative of \texttt{Siena} system\footnote{http://www.inf.unisi.ch/carzaniga/siena/software/} by Antonio Carzaniga. Among the most notable differences are: (1) the support for non-blocking I/O using the Apache Mina\footnote{http://mina.apache.org/}, (2) support for acyclic graph topologies, and (3) modular design allowing for easy extension. \texttt{XSiena} is available for download from: \url{http://wwwse.inf.tu-dresden.de/xsiena}.

In order to compare the proposed approach with legacy routing strategies, we have used a standard Siena partially ordered set, further referred to as \texttt{siena} and a forest data structure proposed in [25], to which we refer as \texttt{forest}. The routing structures which are our contribution and the effect of the design presented in Sections 4.3 and 4.4 are further referred to as \texttt{bposet} and \texttt{bftree}.
Listing 1: Traditional Publish/Subscribe routing interface.

```java
public interface IPoset {
    // store subscription
    Set<Addr> subscribe(Subscription s, Addr s); // calculate forward set for an event
    Set<Addr> publish(Event e);
}
```

Listing 2: Bloom filter based routing interface.

```java
public interface IBFPoset {
    // store subscription in routing structure
    Set<Addr> subscribe(Subscription s, Addr s); // calculate Bloom filter for an event
    Bloom filter publish(Event e);
}
```

```java
public interface IBFTree {
    // store the subscription's Bloom filter
    void insert(Bloom filter, Addr s); // calculate forward set for an event
    Set<Addr> publish(Bloom filter);
}
```

5.1 API

The traditional stateful API for the Pub/Sub systems [19] is presented in Listing 1. Using this API, which is common to all implementations using a single partially ordered set, an incoming subscription is stored in the implementation of the IPoset interface using the subscribe() method. In case of XSiena, these implementations are the siena and forest structures. The returned set of addresses indicates contacts which should receive this subscription. An incoming event is matched with stored subscriptions using publish() method, which returns the forwards set for this event. The publish() invocation is performed on every subsequent broker which receives the event.

Listing 2 presents interfaces which are the result of the design presented in Section 4. An implementation of IBFPoset (bfposet) stores subscriptions decomposed into single predicates along with accompanying Bloom filters. A subscription arriving from address s is first subject to subscribe() method, which stores it and returns a set of addresses it has to be routed to. Subsequently, its Bloom filter is passed as a parameter to the method insert() from the implementation of IBFTree – bttree. It constructs the forwarding tree for matching with incoming events. An incoming event arriving at the edge broker is passed as parameter to match() method from implementation of IBFPoset. In case of edge routing, this method is invoked only once in a lifetime of an event and assigns it a Bloom filter, which is subsequently a parameter to the publish() method which returns the set of interested brokers and/or subscribers. The publish() method is always executed by all brokers an event passes on its way towards a subscriber.

5.2 Bloom Filters

One of the main issues, when implementing Bloom filters is the proper selection of the parameters which influence the Bloom filter behavior. These parameters are: size m of the Bloom filter in bits, number of hash functions k used to hash the input data, number of elements n stored in the Bloom filter and the probability p of false positives. Based on [10], we can say that the relation between the parameters can be given as a set of equations:

\[ p = (1 - (1 - \frac{1}{m})^k)^n \]  \( (10) \)

\[ k = \frac{m}{n} \ln 2 \]  \( (11) \)

The value k is chosen so as to minimize the probability p of false positives. Using the value k from Equation 11 in Equation 10, we can obtain the probability as a function of only two parameters: m and n. This in turn allows us to easily calculate the desired size of the Bloom filter as a function of the false positives probability p and expected number of elements n. Figure 5 shows the relation between p, m and n for the value of k given in Equation 11. In order to reduce the need for computation of possibly large number of different hash functions, we simulate additional hash functions using double hashing [8]:

\[ g_i(x) = h_1(x) + ih_2(x) \]  \( (12) \)

The authors of [16] have shown that only two hash functions h_1(x) and h_2(x) are necessary to effectively implement a Bloom filter without any loss in the asymptotic false positive probability.

6. RESULTS

This section presents the evaluation of the Bloom filter based routing and its comparison to current approaches. The evaluation is based on the XSiena system. We have compared our approach with two implementations of content-based routing. The first one is the traditional Siena routing algorithm based on the Poset structure [5]. The second one is a recently published improvement implementation based on the Forest data structure [25]. All three routing strategies were implemented in the XSiena system so as to create a uniform test environment operating within the same communications framework and with identical message semantics. All experiments have been executed on the same hardware and software: Java HotSpot(TM) Server VM (build
1.6.0.03-b05, mixed mode) running on a DELL Optiplex 745 with Core 2 Duo E6400 processor and 2GB of RAM. Regarding the workloads, we have assumed a similar approach as presented in [25], with a distinct exception that every subscription originates from a different subscriber/interface.

### 6.1 Routing

Figure 6 shows the time needed to insert a given number of subscriptions into different routing structures. The **siena** data series represents the original Siena poset, the **forest** data series represents the improved implementation presented in [25] and **bfposet** with **abstree** represent the Bloom filter based routing structures. In Section 4, we have shown that only after insertion into both structures a subscription can be matched against incoming events. We can observe that although the original Siena data structure has the worst performance, the difference between the more optimal forest and abstree combined with bfposet is still of an order of magnitude. Interestingly, also the tests with Pareto distribution, which mimics the social phenomena show a significant improvement over the forest and sienna algorithms.

This could be explained by the fact that additional time is lost in those structures when searching for less popular matches – in contrast to the uniform distribution with 1,000 unique attribute names. The bad performance of the Siena poset is further stressed by the fact that its routing structure allows only for hierarchical networks of brokers, while both forest and Bloom filter based structures are designed to work with arbitrary acyclic graph topologies. The test with 1,000 attribute names used subscriptions having only one predicate, while the 20,000 attribute names used subscriptions with 2 to 5 attribute names (uniform distribution). The Pareto distribution used in all tests had the parameters $\alpha = 1$ and $\beta = 3$. Attribute names for both events and subscriptions are selected from the Automatically Generated Inflection Database (AGID)\(^6\), based on aspell word list, containing 112505 English words and acronyms. In all tests we have assumed a pessimistic scenario, i.e., that every subscription originates in a different subscriber.

### 6.2 Matching and Forwarding

Figure 7 shows the event matching speed as a function of number of subscriptions stored in the routing structure of a broker. In case of traditional content-based routing, the matching time is defined as the time needed to calculate the forwards set for an event. In case of the **bfposet** it is a time needed by the broker to assign a Bloom filter to an event and in case of the **abstree** it is a time needed to calculate the forwards set for an event given its sparse BitSet. Figure 7(a) shows results for a set of 1,000 unique attribute names, while Figures 7(b) and 7(c) show results for a set of 20,000 words using normal and Pareto distributions respectively.

In all cases, the matching time using Bloom filter based structure (bfposet) is significantly faster than the matching time for traditional Siena poset and forest. The difference in the performance improvement can be attributed to the way the bfposet is built: attribute names are stored in a hash set and serve as pointers to the lists of respective attribute constraints. Clearly, with increasing number

---

\(^6\)http://wordlist.sourceforge.net
of different attribute names the advantage of the bfposet is more substantial as with single lookup in a hash set it can filter out more irrelevant predicates. We can observe that a twentyfold increase in the number of different attribute names, with constant number of subscriptions results in the approximate tenfold improvement in comparison between the bfposet and traditional routing structures. The same mechanism allows for the explanation of the performance of bfposet in the routing test – see Figure 6. We can also observe that the matching speed using the sbstree follows with the same performance. The higher matching time in case of the 1,000 attribute names test can be contributed to the higher cost of tree traversal, as opposed to the selection of matching elements on one level. The sporadic peaks in the measured matching time (and filter storage time) can be contributed to background tasks interfering with the experiment.

Figure 7 allows us to estimate the average overhead for the transmission of an event when using edge routing. We can observe that for the Pareto (worst case) attribute name distribution using 20,000 attribute names an average event will have up to 200 bits set in its sparse BitSet representation of the Bloom filter. Using short integer values (having the width of 16 bits) in the sparse BitSet this would result in the average overhead of 400 bytes per event. We believe this is an acceptable value in the case when edge routing should be used.

6.3 False Positives

The advantage of using Bloom filters to represent the sets of predicates matching an event is the fact that they are compact and can represent the whole universe of predicates – having all bits set. However, this feature does not come without a price. In case of the Bloom filters, this is the possibility of false positives. As illustrated in Figure 5 the probabilities for small filters are relatively high, even for a low number of elements. This in turn might have a negative impact on the memory requirements of the brokers. The false positives in a Bloom filter would result in false positives in the Pub/Sub system using Bloom filters for routing. In Pub/Sub systems we define a false positive as a delivery of an event which was not subscribed to. In order to verify that issue, we have performed a series of experiments where we have routed 10,000 events through a broker which stored an increasing number of subscriptions. After the delivery of events, we have checked whether they have been really subscribed for. For our experiment, we have assumed a pessimistic case where every subscription is issued by a different subscriber. In order to maximize the number of matches, in this experiment we have used subscriptions with one predicate selected using a Pareto distribution from 2,000 English words. Events were constructed in a similar way: every event contained from 1 to 10 attribute name and value pairs (uniform distribution), and attribute names were chosen from 2,000 English words using the Pareto distribution. In all experiments, according to the expectations, the number of false negatives was equal to zero. Figure 8(b) shows the number of false positives in the function of the number of subscriptions in the broker. At first we can observe that the number of false positives is lower than it would be assumed when looking at the Figure 5. For example the number of false positives events for 5,000 subscriptions, $\log_2 m = 12$
We have presented a Bloom filter based approach to routing, which is a fast, flexible and decoupled form of information dissemination in content-based publish/subscribe systems. We have provided a prototype implementation using an Siena system, which is based on Siena. We have evaluated the performance of the implemented routing algorithms and compared them with other existing approaches to the content-based routing. Our experiments have shown that the Bloom filter based routing promises good performance under various traffic characteristics, especially when compared to the competing solutions. Apart from performance related issues, we motivate the use of the Bloom filters by their ability to naturally express the conjunction of predicates of subscriptions, and by their limited size, which allows them effectively to represent any number of elements – subscription predicates matching an event. We have shown, that according to the expectations, the Bloom filter based routing does not expose any false negatives, and false positive rates are acceptable - even for relatively small Bloom filters. In this paper, we have also shown that a compact representation of a Bloom filter using a sparse bit set allows for substantial saving both in processing time at the brokers and in transmission bandwidth – which has been proved with various workloads.

Our approach can be used for both edge and typical content-based routing, allowing to trade off speed of event dissemination vs the subscription traffic overhead. We believe that this would allow system designers to tune the performance depending on the application requirements and environmental constraints.
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